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Aims. To explore and explain the different concepts of reliability and validity as they are related to measurement instruments in social science and health care.

Background. There are different concepts contained in the terms reliability and validity and these are often explained poorly and there is often confusion between them.

Design. To develop some clarity about reliability and validity a conceptual framework was built based on the existing literature.

Results. The concepts of reliability, validity and utility are explored and explained.

Conclusions. Reliability contains the concepts of internal consistency and stability and equivalence. Validity contains the concepts of content, face, criterion, concurrent, predictive, construct, convergent (and divergent), factorial and discriminant. In addition, for clinical practice and research, it is essential to establish the utility of a measurement instrument.

Relevance to clinical practice. To use measurement instruments appropriately in clinical practice, the extent to which they are reliable, valid and usable must be established.
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Introduction

In the field of questionnaire development and psychometrics the concepts of reliability and validity are both central and crucial to the development of measurement instruments that can be useful in research, clinical practice or education where they are applied. In the physical world we generally take the reliability and validity of measurements for granted: when we measure weight, length, height and temperature, we usually have a familiar standard and even personal experience against which to compare measurements. For example, if we are told that someone is 2 m tall we know that this is both credible and verifiable and we also know what it means relative to our own height and the height of other familiar objects. Also, if we meet the person – unless we have been widely misinformed or someone has made a terrible mistake is measuring them – then we can see for ourselves that the person in question is, indeed, 2 m tall. Within limits, the same applies for other anthropomorphic measures and for these measures applied to familiar objects such as buildings and vehicles, for example. Moreover, in the physical world, where we depend so much on measurements to be accurate for purchasing goods, cooking food and travelling, there are indeed verifiable physical standards against which many measures may be compared and government departments concerned with the honest and consistent application of, for example, weights and measures, to ensure that trade and commerce ensue fairly.

However, in the world of psychometrics, where measures are of less tangible entities such as educational attainment, psychological state and clinical conditions, we are usually in unfamiliar territory and dependent on measures which, at
best, are mere proxies, or worst, are inaccurate and misleading. Thus, while reliability and validity are no less crucial in the physical world, they are relatively easily attained; in psychometrics they are also crucial but, it could be said, are rarely attained and, when they are, are very ‘hard won’.

The details of the different concepts of reliability and validity (and utility) will be described in detail below. Suffice to say here that an understanding of the relationship between reliability and validity is necessary to understand both why these concepts are worth exploring but also why they are both necessary. A cursory glance at any research methods textbook will explain that reliability is the extent to which a measure is the same each time it is performed and by whoever performs it. In the physical world this would, for example, mean that a pole purporting to measure 1 m in length will always be that length each time it is used. Thus the 1 m pole is completely reliable; however, this is no guarantee that it is a valid measure of 1 m in length: it could be reliably wrong. The only way to verify (validate) that it is 1 m long would be to use a standard measure of 1 m with which to compare it. Grasping the above fundamentals leads to a complete understanding of the concepts of reliability and validity and their relationship: validity is totally predicated upon reliability and reliability in itself is insufficient. This is all that needs to be known about psychometrics.

Nevertheless, the frequency with which the above is reiterated in research textbooks seems to do little, in our experience, to dispel confusion about the concepts of reliability and validity; especially among research students. This confusion is compounded by the frightful array of terminology that underpins the field of psychometrics and – without wishing to exemplify – it is our experience that different textbooks and different fields present slightly different definitions and explanations of the different concepts thereby confounding the difficulties that students – and some academics – find in this field.

Thus the present paper: the text is based on a significant section of a chapter from KB’s PhD thesis which RW supervised. In an effort to clarify the field of psychometrics for herself (and RW) KB wrote this section – which we reproduce largely unchanged from the original – and used it to preface the relevant chapter of her thesis. This comes to be published in this form at this time due to RW having used the section repeatedly with subsequent PhD students as an alternative to a lengthy explanation or an even longer reading list. Invariably the response from students is positive ranging from it being helpful to the hagiographic and urging its publication. Neither KB nor RW believe that this is the last word on reliability and validity but we share it and welcome comment and debate. Notwithstanding a relatively recent and excellent paper in this field (De Von et al. 2007) we believe this paper – whatever its veracity – to be one of the most complete and circumscribed accounts in the field... reliability and validity in a nutshell.

Methods

In any research study the theoretical basis of the study can serve as a sound foundation on which to build data collection and data analysis methods (Polit & Hungler 1995). In the case of developing a measurement tool the literature militates against this because the concepts of reliability and validity are often explained poorly and there is confusion between them. Therefore, before it was possible to develop a proposal for measuring the reliability and validity of the Bannigan Utilisation of Research Profile (Bannigan 2004) – the study from which this paper emanated – a conceptual framework had to be developed to explore and explain the different concepts of reliability and validity as they are related to measurement instruments in health and social care. This involved using the existing literature to formulate a generalised scheme of relevant concepts, i.e. conducting a conceptual analysis of the literature, and then assessing the accuracy of the resultant framework by verifying the conclusions drawn with the existing literature (see Miles & Huberman 1994, Polit & Hungler 1995). The conceptual framework is reported here.

Results: the concepts of reliability, validity and utility

The field of psychometrics ‘provides a way to quantify the precision of measurement of qualitative concepts such as satisfaction’ (Utwin 1995 p. 1). The product of psychometrics is measurement scales. Reliability and validity are research techniques used to assess the accuracy of measurement scales. Reliability (or consistency) refers to the stability of a measurement scale, i.e. how far it will give the same results on separate occasions, and it can be assessed in different ways; stability, internal consistency and equivalence. Validity is the degree to which a scale measures what it is intended to measure. The different terms in common usage (of the 35 possible available) related to validity include:

- content validity (which includes face validity);
- criterion validity, (which includes concurrent and predictive validity);
- construct validity (which includes convergent, divergent, factorial and discriminant validity) (Lynn 1986).
Utility, i.e. how practical the measurement scale is for use in the field, is another key issue to be considered alongside reliability and validity when developing, or assessing the quality of, a measurement scale. This is because if the scale is not actually used the time spent developing it and testing for reliability and validity will have been wasted.

Reliability

Reliability is essentially concerned with ‘error in measurement’ (McDowell & Newell 1996, p. 37) i.e. how consistently or dependably does a measurement scale measure what it is supposed to be measuring (Polit & Hungler 1995). The premise for conducting reliability tests is that there will always be a degree of random error in the administration of measurement scales. An example of a random error is a mistake in measurement due to the respondent or rater being distracted. Reliability assesses ‘the extent to which a score is free of random error...[and]...is defined as the proportion of observed variation in scores’ (McDowell & Newell 1996, p. 37). Essentially, ‘the less variation an instrument produces in repeated measurements of an attribute, the higher its reliability’ (Polit & Hungler 1995, p. 347). Therefore, ‘reliability is a statistical measure of how reproducible the instrument’s data are’ (Utwin 1995, p. 6) and can be equated with stability, consistency and dependability (Polit & Hungler 1995). Reliability can be assessed in different ways; test-retest reliability for stability, inter-item reliability for internal consistency and interrater reliability or parallel scale for equivalence.

Stability

A measurement scale’s stability is ‘...the extent to which the same results are obtained on repeated administrations of the instrument. The estimation of reliability here focuses on the instrument’s susceptibility to extraneous factors from one administration to the next’ (Polit & Hungler 1995, p. 347). This is assessed through ‘test-retest reliability’, a commonly used indicator of the reliability of a measurement scale (Utwin 1995). The measurement scale under development is administered on two separate occasions to the same sample and the scores are compared. Statistical procedures are used to elucidate a reliability coefficient; ‘a numerical index of the magnitude of the test’s reliability...[where]...the higher the coefficient, the more stable the measure’ (Polit & Hungler 1995, pp. 348–9). No test will yield exactly the same results from test to test; therefore, it is necessary to determine what is an acceptable level of error. The issues that have to be considered in designing test-retest studies are:

- That the construct being measured may change over time regardless of the stability of the measure and so may confound the calculation of a reliability coefficient.
- Memory of the first administration of the test may influence the second (Eysenck 1994).
- Subjects may actually change as a result of the first test administration.
- Subjects may not be as careful when using an scale a second time.

Polit and Hungler (1995) advise: ‘Stability indexes are most appropriate for relatively enduring characteristics such as personality, abilities, or certain physical attributes such as height’ (p. 349).

Internal consistency

Internal consistency ‘...is applied not to single items but to groups of items that are thought to measure different aspects of the same concept’ (Utwin 1995, p. 21). It is used to assess how well the different items measure the same characteristic (Utwin 1995, p. 23). ‘An instrument may be said to be internally consistent or homogeneous to the extent that all of its subparts are measuring the same characteristic’ (Polit & Hungler 1995, pp. 349–350). Internal consistency is a widely used method of testing for reliability because it is economical and it identifies errors in the sampling of items (Polit & Hungler 1995). A variety of procedures exist for measuring internal consistency including the ‘split-half technique’, ‘Cronbach’s alpha’ (or ‘coefficient alpha’) and the ‘Kuder–Richardson formula 20’ (KR-20). Nunally (1967) advises coefficient alpha is the best estimate of reliability because most major sources of error are due to the sampling of instrument contents. The theory behind this procedure is ‘the higher the internal consistency, the higher the test-retest reliability will be’ (McDowell & Newell 1996, p. 40). However, the procedures for internal consistency do not consider fluctuations over time (Polit & Hungler 1995).

Equivalence

Equivalence can be addressed in two ways (i) the use of the scale by the same administrators at the same time (i.e. interrater reliability) or (ii) administering two parallel forms of the same scales to the same sample successively (i.e. alternative form reliability). In relation to assessing interrater reliability it is suggested that ‘The use of Pearson correlations can seriously exaggerate the impression of reliability’ (McDowell & Newell 1996, p. 38). Kendall’s tau is used as it takes tied scores into account (Bryman & Cramer 1994). Other techniques suggested are intraclass correlations, analysis of variance, Rasch’s item response model and rank-order correlations (Polit & Hungler 1995, McDowell & Newell 1996).
Scalability

Scalability, as determined using item response theory (IRT), is included here due to its growing popularity and application to a range of well known psychological inventories such as the NEO Five Factor Index (Watson et al. 2007). Scalability is the extent to which individual items in a scale measure the latent trait that is being measured and do so distinctly from other items in the scale. Establishing scalability provides an ordering of items along the latent trait (e.g. depression) and also helps to exclude redundant items. Thereby, a cumulative scale is produced, one where the score on an individual item provides a measure of the latent trait. A popular method of establishing scalability is Mokken scaling which provides parameters that describe the extent to which items are order along the latent trait and the extent to which they do so reliably and also the extent to which the ordering if items has occurred by chance (Watson et al. 2008a,b).

Validity

Once a measurement scale has been shown to be reliable over time it should be assessed to establish whether or not it is reliably measuring what you want it to measure (Urwin 1995). Validity is concerned with the meaning and interpretation of a scale. There are many ways of testing validity and it has been suggested that ‘A variety of approaches should be used in testing any index, rather than relying on a single validation procedure’ (McDowell & Newell 1996, p. 37). This is because validity is not absolute. It is a matter of degree rather than an ‘all or nothing’ concept’ (Carmines & Zellar 1979). ‘In reality…it is not possible to take one form of measurement validity in isolation, as several forms may be applicable’ (Gould 1994, p. 102).

Content validity

Face validity and content validity are two closely related forms of validity and they are the minimum requirement of acceptance of a scale. However, Streiner and Norman (1995) recommend that ‘…this judgement should comprise only one of several used in arriving at an overall judgement of usefulness and should be balanced against the time and cost of developing a replacement.’ (p6).

Face validity

Dempsey and Dempsey (1992) describe face validity as the quickest method of determining validity. It is an assessment of whether a measurement scale looks reasonable, i.e. are the items included in the scale relevant? Face validity is directly related to the ‘subjects acceptance of the text’ (Payton 1988). ‘The measurement tool must be understandable and perceived as relevant by the subjects to ensure their co-operation and motivation’ (Gould 1994, p. 99). Face validity is not tested using statistical procedures. Subjects, experts and/or the researcher may be involved in a consideration of whether a scale appears to be relevant. Obviously, the more people and different groups related to the subject who are involved in the process the more acceptable it is likely to be. An assessment of face validity is important because acceptability of a scale is important to its utility.

Criterion validity

Content validity considers whether a scale has included all the relevant and excluded irrelevant issues in terms of its content. From a psychometric perspective this means the extent to which the measure adequately samples all possible questions that exist. For example, in behaviour scales it would be the extent to which the measure samples behaviours representative of the entirety of behaviours (Carr 2001). It is usually assessed by either:

1. a critical review by an expert panel for clarity and completeness or,
2. comparing with the literature or,
3. both.

This is done to achieve authenticity, i.e. to ensure all concepts relevant to the construct of interest are included in the instrument (Messick 1994), and assure directness, i.e. not including items which are not relevant. Content validity is closely related to construct validity. This is because the domain of content must first be defined (Rothstein 1985, Arnell & Sim 1993) and then it must be investigated to see if the measurement scale adequately reflects the domain (Gould 1994). The difficulty for researchers with content validity is there is no definitive list of ‘correct content’ (Gould 1994). It is, therefore, impossible to sample the content of a concept and establish total content validity (Arnell & Sim 1993). It can also be difficult to ensure that the measuring scale includes all the components of a concept (Brink 1991). Content validity should be carried out in the planning stages to try to ensure content validity from the outset, rather than making a judgement on it at a later stage (Gould 1994).

Whilst content validity is not usually assessed using formal statistical procedures, Lynn (1986) and Cohen et al. (1996) have suggested ways of quantifying content validity using the Index of Content Validity (CVI) and Content Validity Ratio (CVR) respectively. Unlike content validity, criterion validity and construct validity are tested using more formal statistical procedures.
Criterion validity involves comparing the scale being developed with a criterion measure that has been established as valid. Criterion related validity is relatively straightforward if a valid criterion is already in existence (Gould 1994). There are two subdivisions of criterion validity (i) concurrent validity when the information about the criterion is available at the time the test is administered (Eysenck 1994) and (ii) predictive validity where the criterion measure is obtained after the test has been administered (Eysenck 1994).

Concurrent validity assesses the extent to which a measurement scale under development correlates with the ‘gold standard’ (McDowell & Newell 1996), i.e. is similar to the currently accepted scale for measuring the construct of interest (Polit & Hungler 1995). Concurrent validity may test the accuracy of a complete measure or each question ‘(item analysis’). The procedure is to apply the scale under development against the established test to an appropriate sample of people and compare the results to test level of agreement. ‘The correlation of each question with the criterion score is used to select the best questions and thereby refine draft versions of the questionnaire’ (McDowell & Newell 1996, p. 31). However, it is important to be sure that the gold standard is a true gold standard in terms of its psychometric properties and not just a scale that is in common usage but has no reliability or validity. In most instances there will not be another reliable and valid measure available. However, if another reliable and valid test exists, ‘it begs the question of whether a new test is needed in the first place. It must offer something different to be of any use’ (Carr 2001, p. 15).

Predictive validity
As with concurrent validity, predictive validity involves correlating the results of one scale with the results of a second scale that is administered much later (Utwin 1995). It is used to measure the accuracy of a measurement scale because it ‘measures how well the item or scale predicts expected future observations’ (Utwin 1995, p. 45).

Construct validity
If a gold standard or other measure does not exist, and there is no way of directly testing the relationship between the measurement scale and the underlying concept (Arnell & Sim 1993), validity can be tested by assessing to what extent the measurement scale under development correlates with the construct under investigation (Polit & Hungler 1995). Construct validity, is the main form of validation for a test, it is an indirect approach and multiple measures can be used to determine validity (Seaman 1987). Construct validity is relevant when a scale has been developed on the assumption of a particular theory. It is demonstrated by investigating the convergence or divergence of similar tests and by logical theoretical argument (Domholdt 1993). The procedure for testing construct validity begins with defining the topic or construct to be measured (McDowell & Newell 1996). ‘These may be expressed as hypotheses indicating, for example, what correlations should be obtained with other instruments, which respondents should score high or low, or what other findings would be predicted from the scores’ (McDowell & Newell 1996, p. 33). Construct validity is part art and part science that cannot be proven definitively ‘it is a continuing process in which testing often contributes to our understanding of the construct, following which new predictions are made and tested’ (McDowell & Newell 1996, p. 36). Features of good studies of construct validity (McDowell & Newell 1996) will:

- State clear hypotheses with justification of why they are the most relevant.
- Test the hypotheses stated.
- Try to disprove the hypothesis that the method measures something other than its stated purpose.

Construct validity can be assessed through convergent validity (that uses correlational evidence), factorial validity and discriminant validity (that uses group differences or discriminant evidence).

Convergent (and divergent) validity
Correlational evidence evolves by testing a priori hypotheses developed about how the measurement under development will correlate with another measurement scale. The testing of hypotheses formulated about the measurement scales the measure will correlate with is known as ‘convergent validity’. Conversely, ‘divergent validity’ tests hypotheses formulated about the measurement scales the measure will not correlate with. This may involve several other indices. Convergent validity assesses the sensitivity and divergent validity tests the specificity of a measurement scale. McDowell and Newell (1996) recommend ‘Construct validation should begin with a reasoned statement of the types of variable with which a measure should logically be related...The expected strength of correlation coefficients (of the variance to be explained) should be stated prior to the empirical test of validity.’ (p. 34).

Factorial validity
Factorial validity involves factor analysis, which is ‘a statistical procedure for reducing a large set of variables
into a smaller set of variables with common characteristics or underlying dimensions’ (Polit & Hungler 1995, p. 642). It is used ‘to describe the underlying conceptual structure of an instrument; it examines how far the items accord in measuring one or more common themes’ (McDowell & Newell 1996, p. 35). In relation to construct validity it is used to establish whether the items in the scales group together in a consistent and coherent way (Bowling 1995, p. 293). There are two main approaches to factor analysis exploratory factor analysis (EFA) and Confirmatory factor analysis (CFA). EFA, which is considered adequate by some authors (Watson & Thompson 2006) is used to identify a set of factors, which are not easily observed in a large set of variables (Watson & Deary 1997). CFA ‘allows hypothetical models to be set up before the data are analysed and subsequently tested for their fit, by a number of criteria, to the data’ (Watson & Deary 1997, p. 407). McDowell and Newell (1996), provide the following guidance for those carrying out factor analysis:

• Items should be measured at the interval-scale level.
• The response distributions should be approximately normal.
• There should be at least five (some authors say 20) times more respondents in the sample than there are variables to be analysed.

Discriminant validity
Measurement scales should be able to discriminate between different people being measured by it in a way that would be expected. As such, discriminant validity is ‘The extent to which scores on a measurement distinguish between individuals or populations that would be expected to differ (e.g. people with or without a disease)’ (McDowell & Newell 1996, p. 500). It is assessed using a multivariate statistical procedure (discriminant analysis) that ‘selects the set of questions that shows the most marked contrast in the pattern of replies between the groups’ (McDowell & Newell 1996, p. 500).

Utility
When developing a measurement scale a researcher also needs to consider its utility by assessing how practical the scale is to use in the field. Aspects to consider are the:

• time it takes to administer;
• ease of administration;
• language used to ensure the phrasing is clear (McDowell & Newell 1996, p. 31).

McDowell and Newell (1996) advise that new measurements should be re-tested in a variety of settings to assess how far different people are able to use a measure.

Discussion
At one level, the concepts of reliability and validity are relatively easy to understand. However, when it comes to translating this into the reality of psychometrics, where concepts are not tangible and standards are scarce then it becomes less easy to understand and, in fact, quite complex. The lack of ‘gold standard’ measures for most psychological and clinical concepts means that the issues of reliability and validity have to be approached in a multifaceted way: no single estimation of either is sufficient. If an observational instrument proves to be highly reliable when one person uses it on two occasions then the question remains as to whether or not it is reliable when used by two people on the same occasion; if an instrument is reliable when correlated against another similar measure the question remains as to whether or not it is valid in discriminating between two levels if the trait or state it purports to measure. Furthermore, meticulous psychometric investigation may reveal adequate reliability and validity but the important question remains about the utility of the instrument in the ‘real world’ of research or practice. It is our observation that, for all but a few well financed and commercially viable psychometric instruments which – by their very nature have utility – the whole range of estimations of reliability, validity and utility have very rarely been addressed for many instruments some of which are commonly used. It is easy to see why this is the case due to the detailed and lengthy work that is required, often over many years.

Conclusion
We have experienced personal confusion over the concepts of reliability and validity and also amongst those we teach, supervise and mentor. Slightly different definitions of reliability and validity exist in the literature but we consider that the main concepts – described in this paper – can be described and differentiated in a framework that permits their application both to the understanding of the extent to which existing instruments have been adequately developed and in the development of new instruments.

Relevance to clinical practice
The issues considered in the present paper have utility in clinical practice as it is essential that instruments used to measure psychological states such as anxiety, patient experiences such as pain and clinical symptoms such as fatigue measure what they say they measure and do so each time they are used. In an increasingly evidence based practice
environment it is necessary that practitioners can evaluate the utility of the instruments that they are expected to use.
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